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ABSTRACT: Ice formation next to solid surfaces is important in many
biological, materials, and geological phenomena and may be a factor in how
they impact various technologies. We have used sum frequency generation
(SFG) spectroscopy to study the structure of ice as well as the freezing and
melting transition temperatures of water in contact with sapphire substrates.
We have observed that the structure of ice and water are a function of pH
and the surface charge of the sapphire substrate. At low pH, we observed an
increase in the SFG signal subsequent to ice formation. Contrary to
expectations, at pH 9.8, corresponding to a negatively charged surface, the
intensity of the ice SFG signal is about 10 times lower than that of water.
Recent simulation studies have suggested that charge transfer is important
for the high intensity of the ice peak at the ice−air interface. We believe that
the segregation of sodium ions next to the negatively charged sapphire
substrate may be responsible for disrupting the charge transfer and stitching
bilayer at high pH, providing a plausible explanation for the experimental observations. Even though the structure of water and
ice are affected by pH, the freezing and melting transition temperatures are independent of the surface charge. This report offers
a unique insight on how ions next to solid surfaces could influence the structure of ice.

■ INTRODUCTION

Ice formation at solid interfaces is responsible for interstellar
transport, cloud formation, catalysis of reactions for ozone
destruction, and generation of lighting storms.1−4 The state of
water or ice layers next to solid surfaces is also of geological
consequences in understanding friction between glaciers and is
correlated with climate and life on earth. Questions regarding
the freezing and melting of water next to solid surfaces have
technological consequences in preventing ice formation and
adhesion to surfaces of wind turbines and high-altitude aircrafts.
Recently it was shown that freezing of water can be enhanced
or delayed on positively or negatively charged surfaces,
respectively.5 Although this phenomena is of wide importance
in many fields, there have been few experiments on the freezing
of the first few layers of water molecules next to solid surfaces.
Previous work on the freezing of ice next to silica surface has
been performed by Wei et al.6,7 In those experiments water was
first frozen and then brought in contact with the silica surface.
The authors found no premelting layer present at the interface.
However, this geometry could not be used to study freezing of
water in direct contact with the solid surface. In this work, we
have extended the use of infrared−visible sum frequency
generation (SFG) spectroscopy in conjunction with a unique
sample cell to study the freezing of water next to Al2O3
(sapphire) surface as a function of pH.
SFG is a powerful surface-sensitive spectroscopic tool for

studying water interfaces. In the dipole approximation, SFG,
which is a second-order nonlinear technique, is only active

where there is a breakdown in inversion symmetry. This
selection rule makes it possible to use SFG to study the
structure of molecules near surfaces and interfaces. Excellent
reviews on this technique have been discussed elsewhere.8−12

In brief, two incident beams, one visible (ωvis) and the other a
tunable IR beam (ωIR), are temporally and spatially overlapped
on the sample. Because of the non-zero second-order effects, a
small fraction of the incident light is converted to sum
frequency signal (ωSFG = ωvis + ωIR) at the interface. The SFG
signals are enhanced when the tunable IR frequency overlaps
with Raman and IR vibrational bands of molecules at the
interface, making it possible to use this technique to identify the
interfacial chemical groups. The intensity of the SFG signal, as a
function of polarization of the incident and outgoing light
carries information on the orientation of the interfacial
molecules. For these reasons, SFG is an important tool to
study orientation of interfacial water molecules, the hydrogen-
bonding of interfacial water next to solid surfaces, and phase
transition temperatures next to solid surfaces. SFG has been
used to study water−solid13−19 and ice−vapor surfaces.6,7,20−23
Sapphire surfaces in aqueous solutions have been the focus of

study by several research groups because of their importance in
both natural and industrial environments.13,14,16−18,24,25 The
sapphire surface OH groups can be de-protonated at high pH
and protonated at low pH and the increase in SFG intensity
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due to surface charges have been used to measure the
isoelectric point (IEP) of the sapphire substrate.13,14,18 Here,
we have used sapphire prisms with isoelectric points between
pH 5 and 6 as solid substrates. We have used pH variations as a
means to change surface charges and to further study water−ice
transition temperatures using SFG spectroscopy. A unique
sample cell under vacuum allowed us to monitor the freezing
and melting transitions in situ during both cooling and heating
cycles between −50 and 25 °C. This work offers a unique
insight on how ions can potentially influence the structure of
ice formation next to charged surfaces, which in turn is crucial
in understanding friction and adhesion of ice.

■ EXPERIMENTAL SECTION
The sapphire prisms were sonicated for 1 h in acetone, methanol, and
deionized water. This was followed by sonication for 30 min in 10−15
mM HNO3 and then rinsing thoroughly with deionized water. This
cleaning method has been used to remove surface organic residues in
previous studies and has been shown to give consistent
results.13,17,24,26 The stainless steel components of the sample cell
were also cleaned by the same method. The sapphire prisms and the
water cell were blow-dried using dry nitrogen gas followed by heating
in an oven at 120 °C. In the past, we had observed small variations in
the IEP among different sapphire prisms.14 Therefore, for consistency,
the data reported in this work were collected using the same prism. We
have nonetheless verified that the specific conclusions are not affected
by using different sapphire prisms. Ultrapure water from a Millipore
filtration system (deionizing and organic removal columns) with a
resistance of 18.2 MΩ/cm was used in these experiments. The pH of
the water was adjusted using NaOH (≥97.0% pellets, Sigma-Aldrich)
or HCl (37 wt%, Sigma-Aldrich) and the pH was measured using an
Oakton pH meter with an epoxy-body pH electrodes.
Water condensation is a major issue when cooling the SFG sample

cell below 0 °C, and thus, we designed a sample cell with a vacuum
chamber as shown in Figure 1. The inside chamber containing the

water was sealed to prevent any loss of water due to the vacuum. The
temperature stage was purchased from Instec Inc. and modified in-
house to hold the sapphire prisms. A steel dome was designed with
CaF2 window to introduce the visible and IR beams and SiO2 window
to collect the output SFG beam. The sample cell was designed with
the flexibility to change the orientation of the windows to maintain the
normal incidence of the input and output beams. A vacuum pressure of
8 Torr was used to prevent water condensation and to maintain
temperature uniformity inside the sample chamber. The data in
Figures 2−4 were collected with temperature increment of 1 °C (using

a 4 °C/min cooling and heating rate) and a 30 min equilibration time,
before collecting the SFG spectra.

The SFG experiments were conducted using a picosecond Spectra
Physics laser system with a tunable IR beam, 2000−3800 cm−1, 1 ps
pulse width, 1 kHz repetition rate, and a diameter of 100−200 μm, and
a visible beam of 800 nm wavelength, 1 ps pulse width, 1 kHz
repetition rate, and a diameter of 1 mm. These two beams were
overlapped spatially and temporally on the sample. SFG signal is
significantly enhanced when the IR overlaps with the resonant
frequencies of the molecule being studied. A motorized, computer-
controlled delay stage was used to ensure that the temporal delay was
maintained while scanning IR frequencies from 2700 to 3800 cm−1.
The experiments were performed using sapphire prisms in total
internal reflection geometry. This geometry provides an additional
enhancement in the SFG signal if the incident beams are close to the
critical angle.27 A photomultiplier tube connected to a 0.5 m
spectrometer in length was used to collect the SFG signals. All
water spectra were collected at an IR incidence of 16° with respect to
the face of the sapphire prism (60° angle prism). The incident angle of
the visible laser beam was ∼1.5° lower than the incident angles for the
tunable IR laser. The polarization combinations reported in this work
are SSP (s-polarized SFG output, s-polarized visible input, and p-
polarized IR input) and PPP (p-polarized SFG output, p-polarized
visible input and p-polarized IR input). The SSP and PPP polarizations
probe different components of the molecular susceptibility tensor and
are useful in interpreting the orientation of molecules. A model to
interpret SSP polarization results in internal reflection geometry has
been provided in previous publication.28 We have used a Lorentzian
fitting function to fit our data.13
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In eq 1, χeff,NR describes the nonresonant contribution. Aq, Γq, and ωq
are the amplitude, damping constant, and angular frequency of the qth
vibrational resonance, respectively.

■ RESULTS AND DISCUSSIONS
Figure 2 shows the SFG spectra in SSP polarization during
cooling (a, c, and e) and heating cycles (b, d, and f) for pH
values of 3.3 (a, b), 5.7 (c, d), and 9.8 (e, f). Figure 3 shows the
SFG spectra in PPP polarization during cooling (a, c) and
heating cycles (b, d) for pH values of 3.3 (a, b) and 5.7 (c, d).
Figures 2 and 3 show two selected SFG spectra before and after
freezing (melting) transitions from a series of spectra collected
for different temperatures (for each of the pH values). The
water and ice peaks are expected in the range of 3000−3800
cm−1; typically, methyl and methylene assignments are in the
range of 2700−3000 cm−1. The absence of methyl and
methylene hydrocarbon peaks validates the effectiveness of
the cleaning process used for removing organic residues from
the prism and sample cells. The spectral assignments for water
have been discussed in previous publications.12,15,18,19,29 The
peaks at 3200 and 3450 cm−1 in the liquid spectra (a, c, and e)
are assigned to strongly tetrahedrally coordinated (ice-like) and
lower coordination (liquid-like) hydrogen-bond stretch,
respectively.12,18,19,29 These peaks are referred to as “ice-like”
and “liquid-like” because they resemble the dominant peaks in
IR and Raman spectra of ice and bulk water, respectively.15,19

However, alternate assignments for the ice-like peak near 3200
cm−1 have been discussed recently in the literature.30−34

We have observed that above and below the IEP, the SFG
intensity of the 3200 cm−1 ice-like peak is much greater than
the 3450 cm−1 liquid-like water peak. The amplitude (Aq) for
the 3200 cm−1 peak obtained after fitting the data using a
Lorenztian equation (solid lines in Figure 2) is more than two

Figure 1. Diagram of the temperature stage and the sample geometry
for SFG measurements.The water is sealed from one side by a sapphire
prism, while the other side is in contact with a heating or cooling stage
purchased from Instec Inc. The top part of the temperature cell was
machined to hold CaF2 and SiO2 optical windows for the input and
the output of the laser beams. The cell was held under vacuum to
prevent water condensation on the sapphire prisms and to maintain a
uniform temperature.
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times greater than the amplitude of the liquid-like peak at 3450
cm−1. This is consistent with the explanation that the local
electric field due to surface charges induces stronger hydrogen-
bonding that resembles the tetrahedral bonding in ice.13,18,35

For example, negative charges can cause a reorientation of the
water molecules, with the oxygen atom facing the bulk and the
hydrogen molecules pointing toward the surface.13 This
orientation seems to cause most of the water molecules in
the interfacial region to hydrogen-bond to their neighboring
molecules in an ordered and tetrahedral structure.15 Near the
IEP (Figure 2c,d), the 3200 and 3450 cm−1 peaks of the water

spectra are similar in strength and consistent with the concept
of equal number of positive and negative surface charges.
In the liquid spectra (Figures 2a−d and 3a−d), the peak at

∼3700 cm−1 has been assigned to surface hydroxyl groups on
the sapphire surface.13,25,36 Hass et al.37 have shown that the
sapphire surfaces have on average 10 OH groups per nm2.
These surface OH groups can be de-protonated at high pH
(Figure 2e,f) and this observation has been used to measure the
isoelectric point (IEP) of the sapphire substrate.13,14,18

However, it is puzzling why the 3700 cm−1 peak in the water
spectra (pH 3.3 and 5.7) is not shifted after contact with water.
There have been two different explanations for the origin of the

Figure 2. SFG spectra collected in SSP polarization during cooling (a, c, and e) and heating (b, d, and f) cycles. The data were collected with
temperature increment of 1 °C (using a 4 °C/min cooling and heating rate), with a 30 min equilibration time before collecting the SFG spectra. The
changes in the SFG spectra were measured for pH 3.3 (a,b), 5.7 (c,d), and 9.8 (e,f). The spectra for water (open squares) and ice (filled circles) near
the freezing and melting transition temperatures are shown. The freezing transitions temperatures for the three pH conditions were between −5 and
−6 °C, and the melting transition temperature was 0 °C.
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OH peak at the (0001) crystal plane. One study concluded that
the (Al)nOH species are accessible to water, but do not form
hydrogen bonds with water molecules.13 Another study
concluded that most of the OH groups may be in nanopores
and do not interact with water and these OH groups are only
accessible after annealing these surfaces at high temperature.17

Our results indicate that the surface hydroxyl groups on the
sapphire prisms are in contact with water (at pH 3.3 and 5.7)
and they are de-protonated at conditions above the IEP.
In the ice spectra (Figures 2 and 3), the peak at ∼3150−3180

cm−1 is assigned to hydrogen-bonded stretching modes of the
water molecules.7 However, the origin of high intensity SFG ice
peak is not obvious. The SFG experiments and theoretical
models by Buch et al.21 and Shultz et al.22,23 for ice−vapor
interface have suggested that the strong ice peak is due to water
molecules that have one non-hydrogen-bonded free OH
exposed to the vapor interface and the other OH that is part
of a strong tetrahedrally coordinated hydrogen-bonded net-
work. They also attributed the intense peak to the water
molecules connecting the different bilayers (also called stitching
bilayer). Groenzin et al.22 used this model to explain
experimental data from the basal ice face. This assignment
was also supported by Barnett et al.,23 using the polarization
angle null SFG technique. Recently, Ishiyama et al. used
molecular dynamics simulations to explain the high intensity of
the ice peak at the ice−air interface.38 They emphasized that
the charge transfer between the bilayer stitching molecules and
the bonded water molecules below is very important in
explaining the intense ice peak in the SFG spectra for ice−air

interface. Because there is no direct theoretical work on ice−
solid interface, we think that the high intensity of the SFG peak
observed for ice−sapphire interface could be also related to the
combination of charge transfer and stitching bilayer concept
introduced for explaining the results for the ice−air interface.
Based on the assignments for the ice and water peaks in the

SFG spectra, we will discuss the differences in the structure of
water and ice as a function of pH. For pH 5.7, which is close to
the IEP, the water spectra has strong ice-like and liquid-like
peaks. At low and high pH, the ice-like peak is dominant in the
water spectra. For pH 3.3 and 5.7, a strong ice peak was
observed upon freezing (Figures 2a,c and 3a,c). A shoulder
peak can be seen at ∼3000 cm−1 (more visible in the heating
scans in Figures 2b,d and cooling and heating scans in Figure
3a,c,d), associated with stronger hydrogen-bonding of the water
molecules at the sapphire−ice interface.15
In contrast, for pH 9.8, the ice-like peak in the water spectra

blue-shifts (3180 cm−1) upon freezing and is an order of
magnitude weaker in intensity (Figure 2e,f). To understand the
reasons behind this anomalous decrease in SFG intensity upon
freezing we show a series of SFG spectra using SSP polarization
in the cooling cycle as a function of temperature (Figure 4). As
we cool further toward −50 °C, the peak red-shifts (which is
the normal assignment for ice peak) and the SFG intensity
increases but sill remains about 2 times lower than the water
signal. During our experiments, we also observed that the SFG
intensity increased rapidly upon freezing. However, in seconds,
the SFG intensity sharply dropped again. Because of the rapid
changes in the SFG intensity, we were unable to scan the IR

Figure 3. SFG spectra collected in PPP polarization during cooling (a,c) and heating (b,d) cycles. The data were collected using the conditions
described in Figure 2. The changes in the SFG spectra were measured for pH 3.3 (a,b) and 5.7 (c,d). The open squares and filled circles correspond
to temperatures where water or ice are in contact with the sapphire substrate, respectively. The freezing transitions temperatures for the three pH
conditions were between −4 and −5 °C, and the melting transition temperature was 0 °C.
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frequency to capture the complete spectra in such a short time.
To overcome this challenge, we kept the IR frequency constant
at 3180 cm−1 and monitored the changes in the SFG intensity
during the cooling and heating cycles (rate of 4 °C/min)
(Figure 5). We observed a sudden sharp increase in signal
intensity that lasted for 10−20 seconds before decreasing below
that of the liquid water signal (Figure 5a). It also shows a slight
increase in signal as the ice is further cooled to −50 °C. This
process was reversible upon heating (Figure 5b): there was first
a drop in intensity as we heated from −50 °C toward the
melting temperature, and then we observed a sharp increase in
the SFG signal before the ice melted to liquid water.
This unusual change in the SFG intensity may be due to

several factors and reflects the complexity of the transition of
ice next to solid surfaces. Theoretical work on ice−air interface
have shown that the SFG intensity of ice is not necessarily due
to increase or decrease in orientational order.38 As emphasized
by Buch et al.21 and Morita et al.,38 charge transfer and the
stitching bilayer are important in explaining the intensity of the
ice peak. It is likely that for pH 9.8, the charge transfer and the
stitching bilayer are perturbed at high pH, and this leads to
decrease in the SFG intensity.

The hypothesis for the disruption of the charge transfer and
stitching bilayer is the presence of sodium ions at the negatively
charged sapphire interfaces. Based on the electrostatic
interactions, we anticipate that sodium ions will be present in
the vicinity of negatively charged sapphire substrate. In
addition, the sodium ions could segregate at the sapphire
interface during freezing of water. Past theoretical work by
Pirzadeh and Kusalik39 has shown that molecular solutes such
as methane can induce defects at the ice−water interface.
Carignana et al.40,41 have performed molecular dynamics
simulation studies of ice growth from supercooled NaCl ionic
solution in the presence of free surfaces. They observed that
ions were rejected to the surface from the bulk as the water
froze. A study by Wei et al.7 has shown that trace amount of
ammonia in the aqueous solution had a dramatic influence as
part of a 3-fold increase in the SFG signal intensity of the ice
peak upon freezing next to the silica surface. They stipulated
that ammonia molecules bind to the silanol groups, with two
protons pointing into the bulk. This leads to increased ordering
of the water molecules in the first layer and increased SFG
signal upon freezing. Therefore, the hypothesis that sodium
ions even at such low concentrations (63 μM) disrupt the ice
structure (or the charge transfer) at the sapphire interface is
plausible. For the case of pH 5.7, the surface is neutral and
there is no preference for any segregation of ions. In the case of
pH 3.3, the surfaces are positively charged with Cl− as a
counterion. Thus we anticipate the Cl− ions to segregate to the
sapphire surface. Furthermore, observation of the significant
signal increase at the freezing transition suggests that Cl− ions
are not as effective as Na+ ions in perturbing the ice structure.
Finally, we would like to comment on the freezing and

melting transition temperatures next to the sapphire surfaces as
a function of pH. Ehre et al. showed that positive and negative
charges enhanced and delayed freezing, respectively, at a
LiTaO3 surface.

5 The freezing transition temperatures for water
in our study at pH 3.3, 5.7, and 9.8 are −6 ± 1, −5.5 ± 2, and
−5.5 ± 0.7 °C, respectively (Figures 2 and 3). Because the
freezing temperatures are dependent on nucleation, we have
also measured the melting temperatures for all the three
solutions during the heating cycles (Figures 2, 3, and 5). During
the heating cycles, we observed a melting transition at 0 °C,
similar to the bulk melting temperature of water. It is surprising
that despite different structure of the water and ice layer for all

Figure 4. Complete set of SFG spectra collected in SSP polarization
for pH 9.8 using the conditions described in Figure 2. Upon freezing,
the dominate peak at 3150 cm−1 is shifted to 3210 cm−1. In addition,
there is a drop in intensity by a factor of 10 upon freezing. Between
−35 and −50 °C, the SFG intensity increases, and the peak shifts back
to 3150 cm−1.

Figure 5. Variation in SFG intensity at pH 9.8 using SSP polarization and IR frequency of 3180 cm−1 during the cooling (a) and heating (b) cycles.
These measurements were done at cooling and heating rates of approximately 4 °C/min. Freezing (−6 °C) and melting (0 °C) temperatures are
labeled in the graphs.
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three pH solutions, the melting and freezing transition
temperatures in all cases are very similar.
The observation for pH 9.8 is particularly interesting because

the SFG intensity decreased dramatically after freezing; we
expected that if Na+ ions were disrupting the ice-like structure,
the freezing and melting temperature would have been different
in comparison to bulk transition temperatures. We believe the
transient change in SFG intensity is different from surface
freezing observed for alcohol,42 alkanes,43 and polymers with
alkyl side chains.44 In the case of surface freezing for alkanes
and alcohols, the surface crystalline layer was a thermodynamic
stable state and the observation of this state did not depend on
time. In Figure 4, when we provided enough time for
equilibration we did not observe a clear two-step transition
(one for the surface and the other for the bulk). The transient
state observed in Figure 5 is perhaps due to sequence of events
taking place near the surface during the ice formation and ice
melting. If there is a difference in the two transition
temperatures, it has to be small that we were unable to detect
in these experiments. What is interesting is the second gradual
transition at lower temperature beside the main freezing
transition at −6 °C (and melting at 0 °C). We have also
observed that the ice peak red-shifts between −35 and −50 °C,
indicating a two-step transition for high pH. The first transition
maybe related to formation of ice and also separation of Na+

ions next to the sapphire surface. The Na+-rich brine solution
may freeze at a lower temperature (between −35 and −50 °C).
This two-step transition may have important implications for
use of these negatively charged surfaces in delaying ice
formation.5

■ CONCLUSIONS
In summary, we have used SFG to study freezing and melting
transition temperatures at sapphire−water interfaces for
aqueous NaOH or HCl solutions at three different pH values
of 3.3, 5.7, and 9.8. We observed different water spectra for
each of the three pH solutions in both liquid and ice states.
However, these differences had no effect on the freezing and
melting transition temperatures. For pH 3.3 and 5.7 solutions,
we observed a sharp increase in signal intensity upon freezing.
In contrast, a two-step transition, with a significant reduction in
the signal intensity at the transition temperature, was observed
for pH 9.8. Based on recent theoretical studies on ice−vapor
interfaces, we believe that the presence of Na+ ions in the
solution disrupts the charge transfer and the stitching bilayer,
resulting in a drop in signal intensity. The SFG results
presented here offer novel insight on how ions next to solid
surfaces affect the structure of ice. Understanding the structure
of ice next to solid surfaces is of importance in many areas of
physical sciences, and our work clearly identifies the need for
more direct theoretical models to fully understand the effect of
ions on hydrogen-bonding network in ice and water.
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